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Abstract

A new axisymmetric equilibrium solver has been written, called FEQIS (Flexible

EQuIlibrium Solver), which purpose is to be used inside integrated modeling of toka-

mak plasmas. The FEQIS code solves the Grad–Shafranov equation and the "circuit"

equations for the external coils and passive conducting structures that are toroidally

connected. The code has been specifically equipped with flexibility in choice of circuit

connections, and a stripped–down numerical scheme for the solution of the Grad–

Shafranov equation through a structure of multi–level simplifications which can be

tested against the required accuracy.
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1 Introduction

Application of integrated modeling to tokamak full–discharge prediction has in recent times become possi-

ble due to the combination of comprehensive transport modeling tools, which describe the dynamics of the

thermonuclear plasma, and the integration of said tools into a virtual representation of the actual machine di-

agnostics, actuation, and control systems. An example of such nested integration is the flight simulator Fenix

[JFET21, WDF
+

24, FJT
+

22, MFA
+

23], which is being developed at ASDEX Upgrade (AUG). In this framework,

both the plasma dynamics and the feedback from the control system in response to the diagnosed evolution

are modeled in a virtual environment.

From the point of view of simulating the plasma dynamics, one of the basic aspects is the calculation of

its magnetostatic equilibrium via the Grad–Shafranov equation (GSE) [Sha60], and its evolution on the time

scale of induction/resistance with mutual coupling between the plasma and the external conducting coils and

structures [BLF84]. The GSE is fundamentally a non–linear equation, requiring a dedicated iteration scheme

to converge to a self–consistent solution. However, when run inside an integrated modeling framework that

is supposed to be fast enough to be run inter–discharge (or even real–time), it would be desirable to find a way

to minimize the computational time spent on this problem, especially if massive numerical parallelization is

not readily available.

It is noted here that there is an extensive literature on the problem of solving the GSE, both in fixed or in

free–boundary mode [ELSV24, PCF
+

13, PKF16, RCRF16, HS14, GL04], and sophisticated numerical tools exist

that address this problem, such as [Jeo15, HBB
+

15, HSB
+

24, AAM15]. More recently, there have been very
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interesting attempts to dramatically speed up the computation by replacing the equation solver with a neural

network, e.g. exploiting machine learning and artificial intelligence [JKG
+

24, MAA
+

24, WSRS24, DFB
+

22].

This new line of development has the potential of making GSE solvers extremely fast and still accurate.

In this work we have developed a new equilibrium solver specifically devoted to the problem of being

computationally simple and fast with flexibility in retaining or not the more time–consuming aspects such as

the non-linear iterations. This new code is presently coupled to the ASTRA transport solver [PY91, FAC
+

13].

In this work this new code, called FEQIS (Flexible EQuIlibrium Solver), is presented in details, and its appli-

cation inside the flight simulator Fenix is shown and benchmarked against another established equilibrium

solver.

In Section 2, the new code FEQIS is described in terms of modes of operation and details of some of

the novel algorithms. In Section 3, application inside the flight simulator Fenix is shown, comparing it with

another equilibrium solver. In Section 4, conclusions are drawn.

2 Description of FEQIS

FEQIS comprises 5 main modes of operation, plus the possibility to choose between different options in each

mode, which will be described in this and in later sections. The 5 main modes of operation are:

1 - Prescribed boundary mode,

2 - Static forward free boundary solution at initialization,

3 - Inverse solution,

4 - Currents dynamics in vacuum,

5 - Full dynamics with plasma.

Moreover, since the code has been specifically written to be used inside fast integrated modeling, focus

will be put on the methods to substantially speed it up. At the source, the code is written in Fortran 90 in

a modular way, such that it is easy to manage the different algorithms and add new ones. Presently, FEQIS

solves the standard GSE, without rotation and without pressure anisotropy. These features will all be added

in the future. The possibility of adding ferromagnetic elements is included, however has not been tested yet.

The method used for implementing this aspect is that of equivalent magnetization currents.

Note that the mode 3 (inverse solution) means that a minimization problem is solved to find the set of coil

currents that best gives a certain plasma shape. No reconstruction mode is implemented, as done for example

in other codes used for real–time equilibrium reconstruction during the experiment itself.

2.1 Prescribed boundary mode

First of all, FEQIS can be used as a prescribed boundary Grad–Shafranov solver (PBGSE solver). This means

that the plasma boundary, or last–closed–flux–surface (LCFS) is given by the user as a set of (R,Z) points,

forming a closed contour, and then FEQIS solves the GSE inside this given boundary, using as inputs the

pressure and current profile densities from the core plasma, plus the total plasma current Ip as a constraint

value to rescale the plasma current density jϕ at each iteration.

The solver uses an annular grid in non–orthogonal carthesian (r, θ) coordinates, with r the local minor

radius and θ the carthesian angle. The equation∆∗ψ = µ0Rjϕ is thus solved using a standard LAPACK matrix

solver. The magnetic axis is adaptively searched for using a least square fit method, such that at convergence,

it coincides with the center of the annular grid. Moreover, the radial coordinate grid points at each θ are moved

to coincide with the flux surfaces, thus allowing for easier computation of flux–surface–averaged quantities.

In figure (1) an example of the solution equilibrium for a diverted plasma (AUG #34954 at t = 2.2 s) is

shown. The comparison shows that FEQIS agrees perfectly with SPIDER [I
+

05, IKMP09] with respect to the
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Figure 1: Flux surfaces solved by the PBGSE solver, where the diverted plasma boundary is given as input. Black:
SPIDER solution, Red: FEQIS solution.

distribution of flux surfaces (every closed black/red line represents the same equispaced normalized toroidal

flux value).

After convergence, several flux–surface–averaged quantities are computed, that are then sent to an output

equilibrium structure and can be used in a 1D transport solver like ASTRA.

2.2 Free boundary modes

FEQIS also solves the free–boundary Grad–Shafranov equation (FBGSE), meaning that the magnetic flux

boundary conditions are at spatial infinity. For this problem, the Green’s function method is promptly em-

ployed, to reduce the problem on a closed boundary inside the region of interest [Lac76]. As such, the flux

exerted by the coils in the plasma region is computed analytically, and the rectangular grid does not need

to encompass all the conducting structures, but can be minimally set around the plasma region (usually just

outside the limiter region).

Specifically, the solution grid is Carthesian–rectangular in (R,Z) coordinates, with R being the major

radius and Z the vertical axis, in the sense of toroidal cylindrical coordinates, where the toroidal angle φ is

ignorable, since we focus on axisymmetric systems.

The FBGSE is solved for using the plasma profiles of pressure and current density, and the external con-

ductor currents. This solution is always "static", as the GSE per se has no time derivative term, however the

equilibration (or convergence) is obtained in different ways depending on the type of problem solved, which

is detailed below. In addition, also in the free boundary problem, the total toroidal plasma current Ip is used

as a constraint to rescale the plasma current density at every iteration. The reason for this choice, and where

then the total plasma current is computed, will be explained in more details in subsection (2.3.4).

In the following subsections, we analyze the individual modes of operation that are under the category

of "free boundary problems". Note that all these modes are not independent in terms of solver usage. In fact

they share the same kernel of solvers, that is the solver for the poloidal flux map is the same, as well as the

boundary finding routine and the way the equilibrium profiles are mapped on the 2D flux is the same. The

only difference between the various modes shown later is in how the coil currents are treated (static, forward,

or inverse computation).
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2.2.1 Static forward solution at initialization

In this case, the external conductor currents are fixed at their input values (provided by the user), and the

solver tries to find a solution using a double iteration strategy.

First, given a guess value of the magnetic axis (R0
mag, Z

0
mag), the code finds a vertical and radial stabi-

lization field that sets the plasma in that position, adding on top of the real external field provided by the

conductors and the plasma itself. This step is performed by starting from the generic flux expression:

ψ(R,Z) = ψpl(R,Z) + ψext(R,Z) + ψ̃RR
2 + ψ̃ZZ (1)

where ψpl is the poloidal magnetic flux created by the plasma current density, ψext the one created by the

external conductors, and R,Z the cylindrical coordinates. ψ̃R, ψ̃Z are the two stabilizing field constants, and

the stabilizing field overall is ψstab = ψ̃RR
2 + ψ̃ZZ .

To find the values of the two stabilizing constants, given AX = (R0
mag, Z

0
mag), we have to solve for the

following pair of implicit conditions: ∣∣∣∣∂ψ∂R
∣∣∣∣
AX

= 0.∣∣∣∣∂ψ∂Z
∣∣∣∣
AX

= 0. (2)

Let us call ψpl + ψext = ψ0. We can thus expand and invert the system (2) to obtain the solution formulas:

ψ̃R = − 1

2R0
mag

∣∣∣∣∂ψ0

∂R

∣∣∣∣
AX

ψ̃Z = −
∣∣∣∣∂ψ0

∂Z

∣∣∣∣
AX

(3)

Obviously, if the plasma have the magnetic axis already coincident withAX , the stabilizing fields will turn out

to be 0. To compute the gradients in equation (3) accurately, we expand ψ0 locally aroundAX employing a 9–

points biquadratic interpolant, i.e. ψ0 ≈ c1R
2Z2+c2R

2Z+c3RZ
2+c4RZ+c5R

2+c6Z
2+c7R+c8Z+c9, and

use the obtained fit coefficients to compute the gradients analytically. Note that this process is iterated until

the current density map jϕ(R,Z) is converged (as it depends on the actual flux map including the artificial

field).

Secondly, an external Newton iteration scheme tries to send to zero the strength of the stabilizing field

(ψ̃R, ψ̃Z) → 0, by moving around the reference magnetic axis values:

δ(R,Z)AX = −C× (ψ̃R, ψ̃Z) (4)

with C the 2 X 2 inverse matrix of the Jacobian given by ∂(ψ̃R, ψ̃Z)/(R,Z)AX .

When the artificial stabilization field is converged to zero (below a given tolerance), the equilibrium has

been found consistently. This procedure was already shown to work well in the SPIDER code as described in

[I
+

05, IKMP09].

In figure (2)(left) the trajectory of the values of Rax, Zax is shown along the number of iterations at the

first equilibrium call, with the sum of the artificial field squared ξstab =
√
ψ̃2
R + ψ̃2

Z on the (right) plot. For

this specific case, the same plasma shown in figure (1), but run in free boundary mode, the first equilibrium

converges after 10 iterations, where the tolerance has been set as ξstab < 10−8
.
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Figure 2: Convergence of the first equilibrium using the artificial field technique: (left) magnetic axis major radius Rax

and vertical positionZax relative to the converged value as a function of the iteration nr.; (right) strength of the artificial
field ξstab.

2.2.2 Static inverse solution at initialization

If the coil currents do not have to be strictly fixed, but can be varied a little to allow the plasma to find an

equilibrium arbitrarily close to the one given as guess (for example prescribing a boundary and a magnetic

axis), then this inverse mode performs this task. In this case, a global optimization problem is solved, where

the cost function is given as:

Fgloptim = σB
∑
b

(ψb − ⟨ψb⟩)2 +
∑
j

σI,j
(
Ij − I0j

)2
+ σax

(∣∣∣∣∂ψ∂R
∣∣∣∣2
ax

+

∣∣∣∣∂ψ∂Z
∣∣∣∣2
ax

)
(5)

where σB, σI,j , σax are weight coefficients, respectively for the reference boundary points, the reference

conductor currents, and the reference magnetic axis position (which does not need to coincide with the real

magnetic axis). ψb is the actual value of the magnetic flux on the prescribed boundary points (index "b",

running from 1 to Nb), and ⟨ψb⟩ is their average. Ij , I
0
j are respectively the conductor currents and their

reference values of the conductor j = 1..Nconduc, and finally the last term is the amplitude of the magnetic

flux gradient on the reference axis position (while it being strictly 0 on the true magnetic axis). Note that the

various weight coefficients σ’s do not need to have the same units (and as such similar values). However it is

not difficult to identify possible normalization as a future task.

To simplify the problem characterized by the cost function (5) and make it linear, one first expresses the

full flux as ψ = ψplasma + ψext, with the former the flux produced by the plasma current density and the

latter the flux produced by the external conductors. We then make the approximation that |∂ψplasma/∂I| ≪
|∂ψext/∂I|, where I is a generic conductor current. If the plasma was a non–deformable conductor, the left–

hand–side of the comparison would be strictly 0. However, even with the plasma as a fluid, that approximation

is still valid especially close to the actual solution.

To solve the optimization problem, one first computes analytically the derivative of the cost function with
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respect to the conductor current j, which is:

δFgloptim,j = 2Hj

Hj = σI,j
(
Ij − I0j

)
+ σB

∑
b

[(ψb − ⟨ψb⟩) (Gj,b − ⟨Gj,b⟩)] +

+σax

(∣∣∣∣∂ψ∂R ∂Gj

∂R

∣∣∣∣
ax

+

∣∣∣∣∂ψ∂Z ∂Gj

∂Z

∣∣∣∣
ax

)
(6)

where Gj is the Green function from the conductor j to the boundary point b or to the magnetix axis "ax".

The Newton iteration scheme in this case is the following:

δIj = −(M× δFgloptim)j (7)

where M is a matrix obtained in this way:

M = (2X)−1

Xi,j = σI,iδi,j + σB
∑
b

(Gi,b − ⟨Gi,b⟩) (Gj,b − ⟨Gj,b⟩) + σax

(
∂Gi

∂R

∂Gj

∂R
+
∂Gi

∂Z

∂Gj

∂Z

)
ax

(8)

where δi,j is the Kronecker symbol δi,j = 1 if i = j, 0 otherwise. Since the matrix X is independent of the

magnetic flux or the conductor currents, it can be pre–computed before the iterations are performed.

When the iteration scheme, equation (7), converges, the correction terms δIj are applied to the conductor

currents to find the new vacuum magnetic flux on which the plasma develops.

It is also possible to compute the coil currents from scratch, that is with null reference values. In this case,

the cost function (5) is modified in that the coils term is:

Fgloptim = ...+
∑
j

σI,j
1

2
LjI

2
j + ... (9)

where Lj is the self–inductance of conductor j. This makes the cost function sensible on the magnetic energy

generated by each individual coil.

Finally, inspired by what has been implemented in the NICE code [Fau20], the code can also compute a

set of currents, which develop a time trajectory of provided shapes, including the required loop voltage that

the plasma needs to maintain its plasma current Ip. For this case, additionally the plasma external inductance

Lext, plasma current at the present time slice Ip, and the differential variation of the plasma boundary flux

during the lapsed time δψ = Vloopδt+LextδIp. The cost function is then modified by the following additional

term:

Fgloptim = ...+ λ [δψ − Vloopδt− LextδIp] (10)

where λ is a Lagrange multiplier. This additional term enforces the flux balance between the two time slices,

where the external flux differential created by the coils has to balance the flux loss by plasma resistance and

inductance. Note that voltage limits for each coil can be given, in which case the optimal value of the new

coil currents have to fall in between the two current limits given by the estimate:

Ilim = Iref + δt [Vlim −RIref ] /L (11)

where "ref" means the coil current found at the previous time point, and R,L are respectively the resistance

and self–inductance of the coil. These constraints maintains the time variation of the fitted coils smooth and

sensible even if the actual circuit equations are not really solved.
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Figure 3: (left) Comparison of the loop voltage estimated in Astra to get the requested plasma current given the plasma
resistivity (blue line, "Astra") and the loop voltage calculated a–posteriori from the fitted coil current evolutions, shown
in figure (4) (red line); (right) comparison of the requested shapes (green) and the fitted shapes (black line, whereas the
red lines are all the other ψ contour lines). The blue thick contour represents the limiter surface used in the simulation.
When the plasma touches this contour, it becomes limited, otherwise it is an X-point configuration.
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been fitted.
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In figure (3) an example of dynamical coil fitting for an entire AUG discharge (#40446) is shown. The

left plot shows the comparison between the loop voltage calculated from Astra (blue line) to get the desired

plasma current (imposed from the experimental time trace) and the one calculated a–posteriori from the

fitted coil currents evolution (red curve). The comparison shows that, as desired, the fit procedure satisfies

the constraint imposed on the change of external magnetic flux, such as to balance the required loop voltage

at the plasma boundary.

On the right plot, the comparison of the fitted separatrix (black) with the requested shape (green) is

displayed. The fit maintains the requested shape almost to perfection.

Finally, in figure (4), the fitted coil currents (red) are compared with the experimental coil currents (black).

Note that the fit procedure knows nothing about the experimental currents. For this case, the fit constant σs

have been chosen to come close to the measured coil currents, but a discrepancy is expected since the fit does

not know about current limits nor voltage limits (which have not been used in this case). Note also that the

CoIo and CoIu currents, which are active control currents, have not been used for the fit, since these coils are

only used for active control of the plasma during operation, and are not envisioned as static shaping coils for

designing shapes in AUG.

2.2.3 Dynamical evolution in vacuum

For the external conductors, both active and passive, FEQIS solves circuit equations of the type:

Lj
dIj
dt

+
∑
i

[
Mi,j

dIi
dt

+Ri,jIi

]
= Vj + (plasma term)j (12)

with Lj ,Mi,j the self and mutual inductances, and Ri,j the resistance matrix (allowing for complex connec-

tions of the coils). The supplied voltage to the coils is Vj , while passive conducting structures are assigned

0 external voltage input. The last term on the right–hand–side is the term that represents the effect of the

magnetic field produced by the plasma onto the conducting structures.

Note that the code is also capable of changing the circuit connections (resistance matrix, inductances, and

number of coils) during the time evolution, if required, which reflects the case of some devices where resistors

can be switched on or off, and some coils can be switched on or off during operation. It is also to be stressed

that only axisymmetric circuits and structures are represented in this code. 3D passive elements or closed

loop currents that do not close toroidally cannot be taken into account except via some "effective" resistance

effectively acting in the toroidal direction.

This system of 0D (in space) equations is solved in time with an implicit scheme, to ensure stability even

at large time step. The only explicit term being the plasma term, thus requiring the time step being at least

smaller than the typical time scale of plasma motion due to the varying conductor currents. In the case of

vacuum calculations in absence of the current–carrying plasma, the "plasma term" is set to 0.

2.2.4 Dynamical evolution with plasma

After the gas is ionized at the breakdown inside the vacuum chamber, the equations (12) start to include a

finite plasma term:

(plasma term)j = −dΨj

dt
(13)

with Ψj the magnetic flux created by the plasma onto the region of conductor j.
Since the plasma flux is computed by the static GSE, the system comprising of equations (12) and GSE are

iterated at fixed time slice until the sum of conductors and plasma fluxes converges. Note that this iteration

scheme converges only if the plasma+coils system is in the "resistive" branch of the MHD spectrum. Alfvènic

dynamics is not included in this framework.
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2.3 Details on the algorithm to solve the FBGSE

Independently of the mode of operation chosen to solve the free boundary equation, a few steps are always

performed to calculate the full solution. Here the details of these steps are presented.

2.3.1 Rectangular GSE solver

Given the toroidal current density distribution jϕ(R,Z) and the external flux map ψext(R,Z), the full flux is

obtained by linearly overlapping the plasma flux ψpl and ψext. The plasma contribution is obtained by solving

the following 2 steps system inside the simulation domain (R,Z) ∈ Ω defined as Ω, whose boundary is called

∂Ω:

∆∗g = jϕ ; [g]∂Ω = 0

∆∗ψ = jϕ ; [ψ]∂Ω = z(g) (14)

where the boundary function z(g) is obtained by performing boundary integrals of the Green function and

the perpendicular gradient of g. Note that the cyclic integral, when it happens to consider self–inductance

of a small segment of boundary, uses an analytical formula for the segment self–inductance as computed in

[BL77]. Numerically, the pair of equations (14) are solved using the discrete sine transform method in the

vertical direction as in [RPFtAUT16].

Once the plasma solution is obtained, the full flux is given by: ψ = ψpl+ψext+(artificial field if needed).

2.3.2 Finding the value of the magnetic axis position and the LCFS flux

Now one has the full map ψ(R,Z). To find the magnetic axis, one starts from the previously found value (or

initially from a guess value), and a simple "uphill" search algorithm will find the grid point with the maximum

value of ψ. After this, a local 9–point exact biquadratic interpolation routine will refine the solution and find

the real values of Rmag and Zmag. In practice, upon expanding locally ψ ≈ c1R
2Z2 + c2R

2Z + c3RZ
2 +

c4RZ + c5R
2 + c6Z

2 + c7R + c8Z + c9, a Newton scheme is employed to find the location that satisfies

∂ψ/∂(R,Z) = 0.

For the plasma boundary value, ψb, the algorithm is a bit more complex. At the very first calculation, the

code performs a full sweep of the 2D grid, and finds all points that satisfy the condition

∣∣∣∣∂ψ∂R
∣∣∣∣2 + ∣∣∣∣∂ψ∂Z

∣∣∣∣2 = 0,

which can be either O–points or X–points (aka null–gradient–points or NGPs). Obviously, the O–point which

coincides with the magnetic axis is discarded as it cannot be the plasma boundary at the same time. Next, all

NGPs that lie outside the limiter region are excluded. Conversely, all limiter points that are in the shadow

of an X–point are discarded. This is done by considering the domain divided in 4 quadrants with respect to

the magnetic axis. Any X–point point that appears in each quadrant defines the maximum (or minimum)

side of the box in which the plasma should be contained. In this way, it is clear that the plasma LCFS cannot

bypass an existing X–point on the same side (right, left, top, bottom). This is a rather crude description of

the X–point shadow regions, but it is found to be working well for typical tokamak plasma configurations.

Finally, all NGPs that are non–monotonically connected to the magnetic axis are also excluded. That is, if

going from the NGP to the magnetic axis, there is an inversion of the magnetic flux gradient, the NGP cannot

be the plasma boundary. Moreover, limiter points that are in the shadow of NGPs are also not considered.

This is simply achieved by checking in which quadrant, with respect of the magnetic axis, the NGP point is,

and then cutting the domain on the other side of the NGP point, with respect to the magnetic axis. This is a

rather simple and crude procedure, but it works for typical tokamak equilibria.

After having removed all pathological flux grid points, what remains between limiter points and NGPs is

compared in terms of the magnetic flux: the highest magnetic flux is assigned as the real plasma boundary
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value. From the second iteration on, or when the dynamical calculations are performed, the full 2D sweep

is not done. Instead, a sweep is done over the plasma LCFS of the previous iteration, to find (eventually)

new NGPs. Note that the search algorithm uses again a 9–points exact biquadratic interpolant, where the

null–gradient condition is obtained via a local Newton method solution.

When the poloidal flux value for the plasma boundary is found, an algorithm is employed to define a set of

points that describe this boundary in polar coordinates (ψ, θ) (Carthesian θ) which is then used in prescribed

boundary mode to evaluate the internal flux surface with more accuracy and compute the flux–surface–

average geometric quantities eventually needed by the transport code that embeds FEQIS. This algorithm

moves along the angle θ, and for each angle, moves along the ray from the magnetic axis outwards, in steps

of ds =
√

(dr cos θ)2 + (dz sin θ)2, with dr, dz the grid resolution steps in radial and vertical direction.

2.3.3 Deploying the new map of the current density

Once the new magnetic axis and LCFS flux values are found, the flux ψ is normalized between 0 (axis) and 1

(boundary). Next, a sweep algorithm, which starts from the closest grid point to the magnetic axis, checks all

grid points moving outside in spiraling fashion, until either the boundary flux is found, or the NGP or limiter

point is found. Points close to the boundary, but in the exterior vacuum region, are also stored as "ghost"

points, which will be discussed briefly later on. The plasma current density is assigned to the interior points

simply by interpolating the values of P ′, FF ′
from their original ψ normalized grid, onto the free–boundary

solution normalized ψ.

Since the boundary can cut in between grid points in different ways, an algorithm is used to assign a

current density to the exterior "ghost" points, to mimic the fact that the plasma partially occupies cells. Sup-

pose that the boundary would cut between grid points 1G and 2G, where "1" is at the left of "G", and "2"

is under "G". Let us call t1 and t2 the normalized distances between 1B1G and 2B2G, where B1G, B2G

are respectively the location of the intersection between the real boundary and the grid points connec-

tion grid lines. Let us also call the values of the current densities at B1G, B2G as j1G and j2G. Then the

value of the assigned current density on the ghost external point G is: jG = t1j1G + t2j2G − t1t2(j1G +
j2G)/2.. Then, we also define IG = t1 + t2 − t1t2 , whereas IG = 1 for interior points. The current

is then smoothed by employing a second order Shapiro filter for each grid point (l, k): jcorrected(l, k) =
IG(l, k)0.5 [j(l, k) + 0.25(j(l + 1, k) + j(l − 1, k) + j(l, k + 1) + j(l, k − 1))]. This smoothing avoids ex-

treme current profile gradients caused by a coarse–gridding of the 1D profiles. It can be seen that the formula

for the ghost points satisfies all the properties of the current density whenever the boundary intersects an

actual grid point or when either t1, t2 are 0.

This way of distributing the edge current density on external ghost points makes the code physically

sensitive to the boundary moving in between grid points, which is one goal of this method. The accuracy of

this method is however low order (first order accuracy), whereas other methods can be found in the literature

that reach second order accuracy [FMS92]. These more sophisticated methods could be implemented and

tested in the future.

2.3.4 Coupling with the 1D current diffusion equation

The 2D GSE solution provides only the geometry of the flux surfaces, both for the nested closed field line

region (plasma core) and the external region which is characterized by open field lines and the presence of

the external conductors. In the plasma core, from the side of the transport solver, a 1D current diffusion

equation (CDE) is usually solved for, to provide the 1D profile of the poloidal magnetic flux ψ as a function of

the underlying radial coordinate, which usually is the toroidal magnetic flux Φ. As such, the 1D CDE provides

ψ1D(Φ), whereas the 2D FBGSE provides ψ2D(R,Z). From the point of view of the code evolution, the two

fluxes are independent of each other. However, at the interface (the LCFS), the two fluxes must have the same
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value:

ψ1D(LCFS) = ψ2D(LCFS) (15)

This condition has to be forced from the side of the plasma core. That is, equation (15) has to be seen as a

definition of ψ1D(LCFS), that is the boundary condition for the CDE.

The problem is then to find an expression of ψ2D(LCFS), that contains implicitly ψ1D(LCFS), since

equation (15), when taken as an explicit definition, is extremely unstable during the time evolution. To solve

this issue we follow [KL93] and employ the following exact relation:

ψ1D(LCFS) = ⟨ψext⟩b + ⟨ψplasma⟩b (16)

where ⟨...⟩b denotes averaging over the plasma boundary (LCFS), and the second term on the right hand side

represents the plasma contribution to the boundary flux. This contribution can be represented as ⟨ψplasma⟩b =
LextIp, with Lext the external inductance of the plasma, and Ip the plasma current. The value of the ex-

ternal inductance is calculated via a double integral over the boundary using the Green function: Lext =
1

2πµ0Ip
⟨
∮

1

R
G|∇ψ|dl⟩b. On the other hand, the plasma current is expressed through the boundary gradient

of the poloidal flux: Ip = G(∂ψ/∂ρ)b, with the geometrical parameter G given by:

G =
1

4π2µ0

dV

dρ

〈
|∇ρ|2

R2

〉
(17)

with V the local plasma surface volume and ρ a generic radial coordinate (in ASTRA it is defined as ρ =√
Φ/(πB0) with Φ the toroidal magnetic flux and B0 the reference toroidal magnetic field). In the following,

we omit the "1D" pedix of the flux ψ calculated in the current diffusion equation except when said otherwise.

Physically, condition (16) simply says that the total flux on the plasma boundary is the sum of the vacuum

flux created by external conductors plus the flux generated by the plasma itself. Substituting equation (16) in

(15) we find our implicit boundary condition for the CDE:

ψb = ⟨ψext⟩b + LextG

∣∣∣∣∂ψ∂ρ
∣∣∣∣
b

(18)

where the external flux produced by the coils and the conducting structures ψext acts effectively as a source of

boundary flux. This implicit (and thus fully stable) boundary condition determines simultaneously the values

of ψb and Ip and lead to the full closure of the dynamical problem.

2.3.5 Speeding up the code

As mentioned in the introduction as a well known fact, the FBGSE system is non–linear, because the plasma

current density is remapped from the flux surfaces ψ of the old iteration, to the new iteration result. As such,

one single calculation does not suffice. Moreover, the kinetic profiles themselves need to be iteratively re–

adapted on the new flux surfaces. This requires performing nested iteration cycles if the numerical scheme

does not solve the entire plasma system in one single place (e.g. transport solver + equilibrium solver usually

solve on different grids). Performing the full iteration scheme may be rather time–consuming, especially if

parallelization of the individual elements is not available. For this reason, in FEQIS the user has the option

to switch off any sort of iteration scheme at fixed time steps, and instead use the time variable as effective

"iteration parameter". This is justified if the time step is lower than the typical time scales like the confinement

time, or the current density/plasma motion (resistive time), or the conductor currents (L/R) time scale.
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Moreover, the calculation of the conductor currents is decoupled from the plasma term itself. That is, in

equation (12), the plasma term, equation (13), is "frozen" in between two consecutive GSE calls, where the time

derivative is correctly computed using the equilibrium calls time difference. In this way, while the vacuum

field is effectively changing following the conductor currents evolution, the plasma itself is only updated

every now and then. This is particularly advantageous in steady–state phases with no particularly strong

perturbations. The algorithm is devised to call the GSE when relative changes in several parameters (defined

by the user) are observed, e.g. plasma β and li, or the plasma position (R,Z)AX . The non–linear iterations

can be switched on at any time during the code run, thus allowing the user to accelerate or slow down the

calculation depending on the accuracy needed. For example, the non-linear iterations could be switched back

on if a vertical displacement event (VDE) is detected (check on the vertical position variation). Presently, no

specific criterion is included in the code, whereas this has to be defined by the user itself. In the simulations

shown later, the criterion used to define at which time the GSE solver is called (non–linear iterations are

permanently switched off) is described below. First, the time between calls can only vary between a minimum

which is the same as the circuit equations τcirq, and a maximum which we define as 5τcirq. Starting from the

minimum, the time between calls is increased by 10% at every time step if ε < 1%, where ε = (|Z−Z0|+|R−
R0|)/a, and the magnetic axis position values R,Z are the new evaluation and R0, Z0 is the old evaluation.

a is the plasma minor radius. If the error ε > 1%, the interval between calls is reduced by 20%.

Finally, the code can be run with the minimal grid resolution compatible with still accurate results, which

in the simulations shown later, is 65x65 grid points, and the solution region is minimally surrounding the

limiter area. A comparison of the results obtained using a 65x65 or a 129x129 grid will be shown later in

figure (11).

3 Application in Fenix and benchmark against SPIDER

The FEQIS code has been coupled to the ASTRA transport solver [PY91, FAC
+

13], and used as the dynamical

FBGSE solver to carry out full–discharge simulations in the flight simulator Fenix [FJT
+

22]. Here we apply

this integrated modeling tool to ASDEX Upgrade discharge #40405, a H–mode discharge characterized by a

short flat-top and long ramp–down. ASTRA is also coupled to the free boundary GSE solver SPIDER [IKMP09],

which is used here to benchmark the new code FEQIS.

In the set of figure 5, figure 6, and figure 7, the result of the benchmark on the full–discharge evolution

is provided. As it can be seen from the three plots, the agreement between the new code FEQIS and the

established SPIDER code is excellent. A small discrepancy can be seen randomly around each trace, which is

expected since the codes use different algorithms. However in FEQIS a higher sensitivity of the plasma shape

on details of the edge pressure gradient is observed, leading to a slightly larger plasma Shafranov shift. This

results in a visible, albeit small, systematic difference in the innermost plasma boundary major radiusRin and

the plasma vertical top position Ztop.

3.1 Comparison between different levels of iterations accuracy

Before concluding, three runs have been carried out, where the results are compared when running FEQIS with

full non–linear iterations at the same time step (slower mode), without non–linear iterations but calling the

GSE solver at each time step, and finally when sparsely calling the GSE solver depending on the background

variation of plasma parameters.

The comparison is displayed in figures (8, 9, 10).

It can be seen that there is practically no difference between the various runs (the basic time step used here

is 0.2 ms). However, the run with full non–linear iterations is much slower, requiring around 4 minutes to be

performed for this short time window of 2.5 s of discharge, whereas the other two modes take respectively
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Figure 5: Time traces of the various conductor currents, all given in units of A/turn, as a function of the time along the
discharge, where t = 0 marks the start of the breakdown plasma initiation and t < 0 is the vacuum phase. The code
results using SPIDER are in black, whereas the code results using FEQIS are in red.
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Figure 6: Time traces of the voltage applied to each individual conductor. The voltage is given in units of V. For the last
two coils PSLo and PSLu, which are passive stabilizing coils, no external voltage is supplied. Color coding is the same
as in the previous figure.
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Figure 7: Time traces of various quantities: plasma current Ip [MA], line averaged density ⟨ne⟩ in 1019m−3, plasma
external inductance Lext normalized to 2µ0R, plasma elongation k, outer strike point vertical position (o.s.p.) in [m],
inner strike point vertical position (i.s.p.) in [m], internal inductance li(3), current centroid major radius Rcur, and
vertical position Zcur, plasma energy W in [MJ], central electron temperature Te [keV], innermost LCFS major radius
Rin [m], top LCFS vertical position Ztop [m], minor radius a [m], outermost LCFS major radius Rout, vacuum poloidal
flux on the plasma boundary ψext,b. Color coding is the same as in the previous figure.
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Figure 10: Color coding is the same as in the previous figure. Here the time traces are: plasma current Ip [MA],
line averaged density ⟨ne⟩ in 1019m−3, plasma external inductance Lext normalized to 2µ0R, plasma elongation k,
q95, magnetic axis vertical position Zmag, internal inductance li(3), current centroid major radius Rcur, and vertical
position Zcur, plasma energy W in [MJ], central electron temperature Te [keV], innermost LCFS major radius Rin [m],
top LCFS vertical position Ztop [m], minor radius a [m], outermost LCFS major radius Rout, vacuum poloidal flux on
the plasma boundary ψext,b. Color coding is the same as in the previous figure.
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about 30 s when calling the GSE at every time step and about 20 s when calling it sparsely depending on

the steadiness of the plasma. Notice that the sparse calls could be tailored to follow fast events and be more

relaxed during quiet phases, but the precise criterion is not given as part of the code.

Finally, a comparison using 65x65 or 129x129 grid is presented in figure(11). Notably the kinetic quantities

and most of the geometric quantities do not deviate by reducing the resolution. The only exception is the

coil current that is modified a bit (around ∼ 15%) is the OH2u coil current. This coil is used for strike–

point control, as such it is more sensitive to the grid resolution which impacts the accuracy with which the

separatrix legs and their intersection points with the divertor targets are obtained.

4 Conclusions

In this work, a new dynamical Grad–Shafranov and circuit equation solver FEQIS is presented. This code

primary scope is to do forward modeling of the plasma equilibrium evolution inside predictive modeling and

particularly inside the flight simulator framework. Its various modes of operation and details of the algorithms

employed to solve specific aspects of the free–boundary problem are presented.

A comparison with the SPIDER GSE solver is carried out inside the flight simulator Fenix framework, run-

ning a full–discharge prediction for an existing H–mode from the ASDEX Upgrade. The agreement between

FEQIS and SPIDER is excellent and poses the basis for further developments of FEQIS. In particular, pushing

the speed of the code will be the main direction going forward, whereas as of now FEQIS and SPIDER have

similar computational speed when both are run with rectangular grid description. Moreover, ferro–magnetic

materials will be included via the magnetization currents method.
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Figure 11: Same set as in figures (8,9,10), but for a comparison using a rectangular grid of 65x65 (black lines) or of
129x129 (red lines).
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