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Abstract

We present the latest updates of the flight simulator of ASDEX Upgrade (AUG),

‘Fenix AUG’. Fenix AUG contains simplified models for both the plasma physics and

the device operation. The updated version is split into three independent repositories

and has been integrated into Docker containers for better management and deploy-

ment. The device models can now directly import their configuration from the AUG

control system. Although the physics models can be fine tuned to each case, the de-

fault settings have been set up to run a large variety of experiments without the need

of case-to-case adaptation. Together, the enhancements make Fenix AUG a versatile

tool that can be applied to a wide range of applications ‘out-of-the-box’, such as: to

compare simple physics models to the experiment, to assess new controllers within the

framework of the existing ones, or, to verify that a planned discharge will follow ex-

pected trajectories and will not run into machine or safety limits. An example of each

application is showcased to highlight some strengths and limitations of the simulator.
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1 Introduction

Future fusion devices are complex systems and present day experimental devices need an additional versatil-

ity to test as large a parameter set as possible. To that end, more and more advanced control and monitoring

strategies, and (virtual) actuators are used [MP19, YGY
+

21, NMS
+

23, BvG
+

23, dCD
+

24], such that although

each element is still well known in control theory, the system’s behavior exceeds the predictability of its in-

dividual components. As a result, being able to run simple yet realistic enough simulations that include the

plant systems, the plasma and their interactions became particularly important. Such a simulation platform

shall here be called flight simulator, and has the experimental discharge program as input, and time evolu-

tion of both the plant and the plasma quantities as outputs. The current paper reports on major upgrades

of the flight simulator called Fenix, previously introduced in [JFET21] and [FJT
+

22]. Fenix has three main

components: one machine independent, called Fenix Core [WDF
+

24], one machine dependent for the ma-

chine systems ‘Fenix Device’ also serving as Graphical User Interface (GUI) for the flight simulator, and one

that regroups all physics models, ASTRA 8 and its modules [TFA
+

24]. This architecture is depicted in Figure

1. Fenix device is a Simulink
®

model using MATLAB
®

versions R2022b [Mat22] or R2023a, up from R2019b

previously used. The use of versions newer than R2022b was particularly motivated by its native support

of VNC (Virtual Network Computing) and web browser mode, a major convenience for the use of Docker

[Mer14] and Apptainer (Singularity) [KcB
+

21] containers, as will be described later. However, more recent

MATLAB
®

versions lose compatibility due to the use of deprecated MATLAB
®

functions in PCSSP (Plasma

Control Systems Simulation Platform) [WAD
+

15]. An ongoing, independent, revision of PCSSP will alleviate

version requirements.

The PCSSP library is used to manage MATLAB
®

and Simulink
®

simulation environment, as well as for

its library blocks for the pulse supervisor, compact controllers and monitors. The development of PCSSP is
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Fenix AUG

Fenix Device

•Graphical User 
interface
•Plant systems
• Inputs/outputs

Fenix Core
Data (memory sharing) 
and
Timing (semaphore) 
management between 
Simulink and Fortran

ASTRA
•Transport and 

equilibrium models
• Includes subroutines

MATLAB/Simulink C Fortran

Figure 1: Structure of Fenix AUG, divided into Fenix Device, that includes the Graphical User Interface and the models for the plant
systems, Fenix Core and ASTRA.

directed and funded by ITER Organization, and primarily aims at aiding the development and testing of ITER

control systems. Using PCSSP for Fenix allows for mutual benefits between the ITER and Fenix teams: the

application of Fenix to the ITER Discharge Control System is then straight forward, and Fenix gains from the

flexibility, modularity and independent developments of PCSSP. The Fenix version detailed here is the one

used for AUG, however other devices are being modeled and developed in Fenix as well: DEMO [dFF
+

23],

ITER and TCV [CFS
+

24].

Fenix has been developed for three main use cases. The first one is a validation of a discharge program

before an experiment. Once a discharge program has been developed, it can be run on Fenix to check that the

combination of requested values, each within their individual boundaries, will not violate machine limits once

combined, and that the discharge should go in the relevant parameter range for the proponent. The second

use case is to utilize Fenix as a test bench for controllers development and improvement. The controllers can

then be tested within the context of the intricate feedback loop of the plasma and the combination of all other

controllers. Lastly, the third main use case, is to be able to more easily compare simple plasma models to

experiments. By implementing the model to be validated in the modular ASTRA code, Fenix simulations can

be directly compared to experiments using the same input (the discharge program).

In the following, the paper is divided in two major sections. Section 2 describes the current status of Fenix,

focusing on Fenix Device. Then, examples of simulations are given in Section 3 to showcase some capacities

and limitations of the software.

2 Fenix description

The Fenix AUG upgrades reported here are mostly twofold. First, the architecture of the code has been cleaned,

allowing full version control using three independent repositories. Second, they aim at bringing the model

for the machine systems closer to the ones of AUG [TCL
+

14, KDG
+

24]. In this section, we will introduce

Fenix device, also serving as Graphical User Interface (GUI), in 2.1. Then, the main updates of Fenix AUG

from the previous versions are described in 2.2, before focusing on the newly enabled code management in

2.3. Subsection 2.4 details the elements of the control system in the latest model. In the end, the computational

times are discussed in 2.5.

2.1 Fenix device structure

The main GUI for Fenix AUG, shown in Figure 2, is the Simulink
®

model for Fenix device. It is visually

separated into four groups: discharge setup, Fenix configuration, Plant and control system. The Simulink
®

masks for the blocks in the Fenix configuration area are GUIs where the user can interactively manage their
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Figure 2: Fenix Device, the Simulink® model of Fenix AUG, also serving as Graphical User Interface. The orange arrows are added
to highlight the typical signal route but are not part of the interface. The central block ‘Device’ contains the S-function connecting
to Fenix Core and ASTRA.

folders setup, scope displays and the interface with the ASTRA code. Once Fenix is setup, there are few reasons

to use the Fenix configuration corner again. The discharge setup blocks are to manage simulation inputs and

to configure the model’s subsystems. The discharge program is directly loaded from the same xml file used

to run AUG. The rest of Fenix Device can be manually configured, but the most common approach is to use

the scripts from the mask Simulation setup to setup Fenix as was AUG for a given discharge. These scripts

configure the controllers and monitors using the xml files from the AUG control system, and the power

supplies (described in subsection 2.4) from the same parameters as AUG. Therefore, Fenix simulations can

directly be put side to side to their experimental equivalent. Finally, the block Publish/Subscribe is the PCSSP

library used to connect the inputs and outputs of all subsystems. Due to the complexity and the required

high flexibility of the Fenix Device model, using Simulink
®

busses to manage the communication between all

the subsystems would clutter the interface and make the addition or edition of subsystems very tedious. The

library was inspired by the same system from AUG discharge control system of AUG, detailed in [TCL
+

14].

In short, each element of the control system ‘publishes’ its list of output signals and lists the input signals it

needs to ‘subscribe’ to. Then, the library checks the uniqueness of published signals and the availability of all

required signals, before establishing all the connections.

Discharge programs of AUG are split into so-called segments, like for Wendelstein 7-X [SNL
+

06] and

currently planed for ITER. Each segment has its own technical or physics goal, for instance, spinning up the

flywheels, initiating plasma breakdown, managing the trajectories during plasma flattop or ramping down

the plasma. There are also optional segments such as soft-emergency ramp-down, or immediate stop of the
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plasma [NER
+

07]. Each segment has a set maximum run time, called watchdog time, and can have conditional

segment branching for exception handling. As a result, some segments can be re-used within a discharge or

between different discharges. The segment logic is encapsulated in the Pulse Supervision Controller module

of PCSSP, which finally outputs reference waveforms. Replacing this module or defining a single segment

allows to use Fenix in an environment without segments. Since Fenix is not limited by physical or safety

constraints to load the power supplies or ramp up the coils currents, the phases preceding the breakdown are

usually shortened from a couple minutes, down to 1.6 seconds, to avoid meaningless simulation time.

2.2 Updates from previous Fenix versions

Status in

[JFET21] and

[FJT
+

22]

Current

manuscript

and [FTGt25]

ETA for

future

updates

Demonstration on manually configured models of

the machine

✓ ✓1

Version control P ✓ ∼ 1 year
2

Interface between ASTRA and Simulink
® P ✓[WDF

+
24]

Native use of PCSSP controllers and monitors,

importing setup from AUG

P ✓3

Power supply connections and configuration

identical to AUG

✓4

Docker/Apptainer Containerization ✓

Non-interactive version (typ. for batch runs) ∼ 1 year

Continuous Integration and Quality Assurance P ∼ 2 year
5

Upper divertor coils and power supplies ✓

Actuator management P ∼ 1 year
6

ICRH power deposition P ∼ 2 years
7

Table 1: Current status of Fenix compared to past publications and future plans. The letter P stands for ‘partially implemented’.
The annotations are detailed in the text of Section 2.2

The most significant upgrades of Fenix AUG since the last reports are summarized in Table 1. The anno-

tations therein are developed here:

1
The former version of Fenix AUG showcased the feasibility of such a flight simulator. However, it could only

be run by its main developers due to its complexity. A full manual configuration is still possible, although

obsolete in most cases.

2
While Fenix Core, Fenix Device and ASTRA are now in independent repositories, the implementation of a

meta-repository also managing the containerization is planned for the near future.

3
The configuration for the controllers and monitors is loaded from the xml files from AUG.

4
The power supplies configurations and their connection to the coils use the same parameters than AUG.
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5
Continuous Integration and Quality Assurance are under development. Given the complexity and the many

layers of Fenix, defining and implementing a meaningful set of requirements will extend to several years.

6
The actuator management of Fenix is a simplified model of each independent heating system of AUG. The

real system from AUG [KTS
+

20] will be implemented, enabling the import of the exact rules from AUG

and combining the different heating systems.

7
The actuator and control loop for the ICRH systems are implemented according to DCS and the power

deposition is modeled by a Gaussian. There are ongoing activities to simulate the ICRH power deposition

using surrogate models, targeted at real-time applications.

2.3 Code management and integration

As already mentioned, one of the major technical upgrades of Fenix AUG is its separation into the three

components Fenix Device, Fenix Core and ASTRA, each maintained in their own repository. Fenix Core and

Fenix Device contain the machine-agnostic and machine-specific (respectively) flight simulator configuration

files that need to be shared to ASTRA. As such, any version of ASTRA 8 can be used, regardless of the exact

configuration or list of sub-modules and functions, and does not need to be adapted to the flight simulator.

Typically, the newer developments including models such as TGLF-SAT2 or FACIT [AGT
+

22, FAD
+

24], or

integrated modelling [LAD
+

20] can be used with Fenix, but are part of distinct work, as their long simula-

tion times defeat the current purpose of a flight simulator. Similarly, STRAHL [Dux06] is disabled in Fenix

simulations.

The second principal upgrade is the development of Docker and Apptainer images, encompassing all the

prerequisites to operate, compile, and run Fenix AUG and was aimed at accomplishing two main objectives.

The first objective is that it efficiently standardizes the necessities for compilers, libraries, and specific ver-

sions of MATLAB
®

and Simulink
®

. The use of GUI is enabled by connecting to the container via VNC or Web

browser, either by the use of a virtual desktop inside the Docker container or by using the native MATLAB
®

option, for versions more recent than 2022b. The Apptainer solution also offers to forward the MATLAB
®

windows outside the container directly. The second objective is to set a suitable environment for utilizing

Continuous Integration (CI) tools such as Jenkins, already used for many AUG codes. In the near future, a

meta-repository will be created for Fenix AUG, in order to oversee the versions of each repository and include

the use of CI down to the containerization. At the same time, a version of Fenix AUG without GUI is being

developed (‘headless’ version), allowing for batch runs. In turn, this will support the definition and imple-

mentation of unit tests. Currently, instead of unit testing, Fenix AUG is assessed by configuring and running

a simulation for discharge #40446, which will be presented in Section 3. However, there is currently no quan-

titative assessment of functionality. Similarly, the implications of the closed control loop will be investigated

in a dedicated work. The now stable and reliable architecture and communication between Simulink
®

and AS-

TRA will allow for analyses of numerical approximations and discretization, and on the time steps variability

of the Simulink
®

solver.

2.4 Controllers, actuators and diagnostics

In the lower two thirds of the interface in Figure 2, the signal communication is displayed with the orange

arrows, omitting the requested trajectories (both feedforward and feedback) from the Pulse Supervisor to the

controllers, and the monitored signals sent to the Pulse Supervisor for segment branching. The signals follow

the same route as in the experimental setup: the controllers send the required commands to the actuators,
that generate the input values for ASTRA, which replaces the plasma. In turn, the signals from ASTRA are

transformed into the same format than the machine’s diagnostics, and are finally sent to the controllers and
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monitors. The actuator management handles and assigns actuation resources. At AUG it is currently only

used for heating, but the same method developed at ITER is also applied for fueling.

The controllers are separated into the same groups as for AUG, each using a ‘compact controller’ module

from PCSSP [TZM
+

05, TRR
+

17]: plasma current, plasma position, plasma shape, gas fueling, pellet injection,

plasma radiation, and heating systems (Neutral Beam Injection (NBI), Electron Cyclotron Resonance Heating

(ECRH) and Ion Cyclotron Resonance Heating (ICRH)). To allow backward compatibility with older campaigns

of AUG where the controllers were grouped differently, former setups are also present and the model can

automatically switch configuration when needed.

The implemented monitors are the coils currents and forces monitors, also based on PCSSP modules, en-

suring that the monitored values stay within set limits. In particular, monitors can trigger segment branching,

either to try a recovery or to safely terminate the plasma. Tracking the monitors outputs is a main component

to validate discharge programs (the first described application of Fenix), checking that they would not run

into foreseeable limits.

The different actuators have their own simplified models. The three heating systems balance the requested

heating power among their different channels according to their individual availability and priorities. The pel-

let launcher is modeled with a system that can both fire individual pellets from direct triggers in the discharge

program and converts requested pellet frequencies into waiting time between pellets. Pellet sizes, delay and

success rate are free parameters. The gas system simulates the connection of AUG with the different divertor

and midplane valves being connected to up to five different gas channels. The two main AUG flywheels are

modeled by connecting their rotating speed and stored energy through their moment of inertia. The magnetic

coils’ power supplies and heating systems then consume this energy. The three heating systems are scaled

by an estimate of their efficiencies, and the power required by the coils is proportional to their integrated

squared current

∫
i2dt. The last actuators are the power supplies. They are subdivided the same way AUG

system is, meaning they are divided into units [KGS
+

15] with different capabilities and configurable setups,

and each coil can be connected to (almost) any unit. Once again, to allow backward compatibility, former

units are still available and the configuration of all units can easily be swapped between old setups and the

current one. As a note, the magnetic perturbation coils power supplies are not included here, as their setup is

unique and their power load much smaller than the other ones, thus can be neglected, and, there is no physics

model for the interaction of these coils on the plasma in Fenix.

Finally, the central block is where the communication with ASTRA is done by calling Fenix Core as a

Simulink
®

’s S-function. Fenix Core uses shared memory and semaphores for the synchronisation and com-

munication between Simulink
®

and ASTRA. Its flexibility allows to adapt to different devices and easily change

the configuration of either ASTRA or Fenix Device.

2.5 Configuration and run times

Over the different phases, Fenix uses up to 4 cores and 20GB of virtual memory. The larger part of the memory

is used during the compilation of the Simulink
®

model (Fenix Device). The following benchmark numbers are

given when running Fenix container on a local machine with an Intel(R) Xeon(R) W-2245 CPU @ 3.90GHz and

have a large variation due to the high diversity of setups. Configuring all of Fenix for a new simulation, (setting

up the discharge program, controllers, monitors and power supplies), takes about 1 to 5 minutes. Given the

required high flexibility of Fenix, the default, faster tools from Simulink
®

for controllers and signal generation

cannot be used. Consequently, custom solutions have been developed within PCSSP. The long configuration

time is due to PCSSP being based on the Simulink
®

block interface, meaning that a reconfiguration changes the

Simulink
®

model iteself. An update is planned to switch as much of the configuration to MATLAB
®

functions

and Simulink
®

dictionaries, limiting the dynamic blocks edition. Afterward, simulating a full 10 to 13 seconds

of experiment (up to 10 seconds of plasma, plus the shortened coils and power supplies ramp up), takes about

Open Plasma Science 1, No.3 (2025) 7 | 18

https://doi.org/10.46298/ops.14788


10.46298/ops.14788 David et al.

5 to 10 minutes. In order to maximize user-friendliness despite its complexity, some inefficient actions are

kept during runtime, such as plots and log file writing, requiring access to both the display and the file system.

These could be deactivated to speed up the simulation time by about 20-30%, but as of yet, Fenix is designed

for case-by-case simulation monitoring instead of, for instance, parameter scans.

3 Examples of run

In this section, five examples of runs will be shown: a so called AUG ‘standard H-mode’ (subsection 3.1), the

introduction of a reduced model for core impurities content (subsection 3.2), an estimation for an upcoming

controller of the power crossing the separatrix (Psep) (subsection 3.3), the validation of the models during ver-

tical displacement events (VDE) experiments (subsection 3.4), and estimations of experiments with the new

upper divertor of AUG (subsection 3.5). The different scenarios all use the same configuration for the ASTRA

models and no tuning has been made to better fit the experimental time traces. The goal here is to display the

capabilities of the standard setup of Fenix when importing the control system configuration from AUG. As a

result, the physic results are not discussed in details, as each example would be the topic of its own dedicated

work.

3.1 Standard H-mode (#40446)

8192

8194
Segment ID

Experiment
Simulation

0

5

10
Plasma current [0.1 MA]

Line average density [1019 m!3]

0 1 2 3 4 5 6 7 8 9

Time [s]

0

5
NBI [MW]

ECRH [MW]

ICRH [MW]Prad;sep [MW]

Figure 3: Segments branching (top) Plasma current and line averaged density (middle) and power balance (bottom) for the standard
H-mode discharge #40446 (dashed lines, lighter colours) and Fenix simulation (full lines, darker colours) with the same configuration
and discharge program.

‘Standard H-mode’ at AUG are high confinement regimes, or H-mode, with nominal values for all systems,

used to check that the different systems and diagnostics are working as expected. Consequently they use most

systems, but none with extreme values, and are a good test case for Fenix. Figure 3 displays the time traces
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for the segment branching, the plasma current and integrated density and the input and radiated power for

one of the latest standard H-mode run on AUG. In all cases, the experimental values are plotted for #40446

(in dashed lines) along with the simulation ones (in full lines), both using the exact same discharge program

and configurations.

For the plasma ramp up and flat top, the time traces for the plasma current directly overlap, and the

simulated density is almost always within the experimental fast variation. The larger discrepancy shortly

before two seconds is likely linked to the L to H transition, modeled by a change of pedestal when the input

power crosses the L-H threshold scaling [MTtI08], being too simplistic. Since this discharge is one of the

references used to validate the accuracy of Fenix, the different free parameters are also best tuned for it. The

top plot, showing the evolution of the discharge segment, showcases that the segments branching happen

at the same time, in this case they all reached their watchdog time. The radiated power, shown in the lower

plot, is underestimated, especially in sections with very low radiation. The radiation peak happening in the

experiment shortly before three seconds is a sudden tungsten flux. This outlier is planned to be explored

in the future, using the event generator of Fenix. The ECRH power oscillation happening around that time

(2.8 to 3.3 s) is an internal test from the heating system (not included in the discharge program), alternating

between each of the eight gyrotrons twice, and is independent from the radiation event. Another potential

shortcoming is the particle balance, that only has a particularly reduced model, as edge transport challenges

even SOLPS-ITER modelling performed for AUG [WSW
+

21], so a one dimensional fast code can only be very

approximate. In ASTRA, the particle source inside the separatrix is taken as a proportional value of the gas

valves opening and their position, based on experimental results and more advanced models. This allows

for a reasonable reconstruction of the density profile in most common cases, but the particle balance in the

scrape-off-layer is only an estimation.

The ramp-down phase is where the time traces deviate the most from the experiment. Indeed, there has

until very recently not yet been any focus on optimizing the models for ramping down the plasma, and is

therefore known to be the least precise transient model. Recent investigations into the ramp-down evolution

in Fenix have revealed three potential candidates that could improve the accuracy of the simulations for

the plasma termination, if properly addressed together. First, the modeled pedestal stability, which assumes a

peeling-ballooning limited pressure gradient, deviates from the experimental one during the current decrease.

Including a critical pressure limit scaling with the plasma current (such as the one presented in [LAD
+

20], for

instance), could improves the pedestal pressure evolution. Secondly, the lack of model for the scrape-off-layer

and divertor region results in a much too strong density decrease when cutting the gas fueling, especially at

lower currents. Finally, ramping down from H-mode necessarily includes the H-L back transition, which

then happens at low density and current, where the known scalings become less accurate. However, further

research is still required to develop robust and generic enough models, especially for the last two points.

3.2 Impurity model (#40250)

As discussed in the previous example, simplified models for radiation and impurities transport still have diffi-

culties reproducing even simple experimental conditions. Recently, a new model for the divertor enrichment

of impurities in AUG has been published [KDH
+

24]. The model only uses engineering parameters to esti-

mate the impurity concentration at the outer core, making it usable as time dependent boundary conditions

for simulations in Fenix AUG. It has been implemented in Fenix for neon, argon and krypton. A test case

discharge of AUG is #40250 (also used in [KDH
+

24]), where argon is used as an actuator for detachment

control from 3 to 4.2 seconds and is then frozen to its last value, and two decreasing ramps of nitrogen are

performed one after the other. For the simulations, since there is no detachment model to control the argon

gas valves, the experimental values have been used as feedforward ones. Figure 4 showcases the time traces

from the simulation and its experimental counterpart (#40250) for the density, the power balance and the gas

Open Plasma Science 1, No.3 (2025) 9 | 18

https://doi.org/10.46298/ops.14788


10.46298/ops.14788 David et al.

0
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Total input power [MW]
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rad;sep [MW]

P sim;ref
rad;sep [MW]

P sim;model
rad;sep [MW]

0 1 2 3 4 5 6 7 8 9 10

Time [s]

0

10

20
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Figure 4: Density (top), power balance (middle) and impurities seeding rates (bottom) for discharge 40250 and its Fenix simulation.
The simulation traces are shown without (red – ‘ref’ or ‘reference’) and with (green – ‘model’) the impurity model. The seeding rate
are the same for both the experiment and simulations.

inputs. In both subplots, the light blue trace is the experimental case, and in red and green are simulations

without and with the impurity model from [KDH
+

24], respectively. The total input power is also shown

in dark blue. Using the impurity model, the radiated power does not directly follow the changes in heating

power during the two NBI steps at 4.2 and 6.2 s anymore, and instead stays almost constant, matching the

experimental behaviour. The same behaviour is observed from the density, as the lowered radiation increases

the temperature, and therefore lowers the density due to the constant pressure. No individual optimization

of the density has been done, for instance by changing the transport coefficients. While the general trend is

corrected, the density is still only within 11 % of the experimental values on average between 2 and 8 sec-

onds. However, the improvement of simulations with impurities is significant enough, without resorting of

the heavier model of STRAHL, to enable, for instance, the investigation of radiation controllers, as is the focus

of the next subsection.

3.3 Psep controller

With an updated impurity model, we can now test an upcoming controller on AUG, that will control the power

crossing the separatrix Psep by injecting heavy impurities (typically krypton or xenon) for core radiation.

Psep is the sum of all input power (NBI, ECRH and ICRH – PNBI, PECRH and PICRH respectively), minus the

variation of internal energy (
dW
dt ) and the radiation inside the separatrix (Prad,sep): Psep = PNBI + PECRH +

PICRH− dW
dt −Prad,sep. To simplify the synthetic diagnostic, we will omit the

dW
dt term, which also results in

slightly more stringent test conditions due to its negative sign, matching that of the actuator (Prad,sep). Based

on the ongoing development of a diagnostic to measure Prad,sep described in [DBP
+

21] adapted to real time

use, a benchmark has been made to estimate the uncertainty of the real time capable version, using a set of 214

phantom images and synthetic measurements. The diagnostic has been estimated to have a 5.5 % mean error,

with a 14.9 % variance. These values have been added as noise parameters to the radiated power computed

in Fenix, and are used to compute the reference signal Psep for the controller. The effect of the controller has
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Figure 5: Total input power and Psep (top) and Krypton seeding level (bottom) for discharge 39061. FF = feedforward, FB = feedback,
exp = experiment, sim = simulation. Experimental traces are in lighter, dashed lines, and simulation results are in darker, solid lines.
The vertical black lines shows the times of the NBI steps. The experiment is only in FF, whereas the simulation have been performed
with both FF and FB.

then been tested against AUG discharge 39061, where feedforward krypton seeding steps tried to keep Psep

constant along three NBI steps of about 2.5 MW each. Figure 5 shows the experiment time traces, along with

both a simulation of the same feedforward inputs and one using the feedback Psep controller. The red traces

are from the feedforward simulation (full line, dark red) and experiment (dashed line, light red), whereas

the green lines are for the simulation with feedback control enabled, for which the purple line shows the

Psep reference signal. The green traces show that the target constant value of 3 MW can be followed within

0.2 MW after a convergence time bellow 100 ms for each power step. The convergence time depends on the

exact characteristic times of the power step and of krypton transport from the gas valve to the confined plasma

compared. While the convergence time depends on the controller gains, fine tuning them in Fenix would first

require a fine calibration of the krypton transport time, currently largely overestimated. However, if that is

done, Fenix could also be used for system identification of the Psep controller without using experimental

time. It is foreseen to implement and test the controller in the upcoming AUG campaign, and the tests using

Fenix allowed to validate the scenario and plasma stability despite the delay of the gas valves.

3.4 Plasma vertical (in)stability (#39655)

This subsection presents a simulation of discharge #39655, where the controllers for plasma vertical position

and plasma shape have been frozen at 2.99 s, i.e. the voltage of all control coils is then fixed at their last

value. A so called vertical displacement event (VDE) shortly followed, where the plasma disrupts by vertical

instability, due to its elongation. The goal of the simulation is to showcase the dynamic of the loop for

magnetic control of Fenix, including the newly developed equilibrium solver [FTGt25]. Figure 6 shows time

traces of the discharge for both the experiment and simulation, between shortly before freezing the magnetic

controllers and the plasma disruption. The density and plasma current traces allow to follow the time of

disruption. The plasma vertical position, depicted by vertical position of the center of the plasma current
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the upper (blue) and lower (orange) part of the vessel for discharge 39655 (dashed and lighter) and its Fenix simulation (solid and
darker). The black line shows when the controllers were frozen.

Zcurr, shows a slower drift in the simulation. Figure 7 displays the evolution of the in-vessel coil currents. The

time evolution from simulation displays a similar general behaviour as in the experiment. The plasma starts

becoming unstable 20 ms before the freezing time. In the simulations, the in-vessel coils used for the plasma

vertical stabilization CoIo (upper part of the vessel) and CoIu (lower part of the vessel) evolve faster, despite

a lower plasma vertical displacement and slightly larger current induced in the in-vessel passive stabilizer

loop (PSL), and therefore end up freezing at larger (respectively positive and negative) currents. The later
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disruption in Fenix is partly due to the slower vertical displacement of the plasma. It has been checked that it

can be corrected by either decreasing the ASTRA time step or by running the full non-linear Grad-Shafranov

solver iterations, allowing faster movement of the plasma by ensuring that the solver can fully converge at

each time step. The time at which the current quench triggers can also be adjusted by adjusting the transport

coefficients. However, as already mentioned, it is chosen to only showcase the generic capabilities of Fenix,

without fine tuning for each purpose, which is usually the topic of dedicated work. In the current case, the

simulation fits the experiment up to the thermal quench, at which point the implemented model becomes

deficient, as MHD related transport mechanisms and current quench models are not included.

3.5 Upper divertor test
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-0.5

0
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z
[m

]

t = 2 s

1 1.5 2
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Figure 8: Magnetic contour of the plasma in the simulation of #36284 without the upper divertor coils. The experimental contours
are shown in thinner, dashed lines. The vessel wall is the one for the last campaigns before 2023.

The last example shown here is about the use of the coils in the new upper divertor of AUG [HTZ
+

17,

ZHW
+

24]. These two coils, called Doa and Doi, allow for new divertor leg and X-point configurations when

doing upper single null discharges. Using the position and size of the new coils, as well as their foreseen

power supply configurations, it is possible to run Fenix simulations and look at the effect of new coils on a

discharge. To do so we will use the reference AUG discharge #36284 that had an upper single null shape, as

shown in Figure 8. The reference simulation shows a magnetic equilibrium (full lines) that slightly differs

from the reconstructions of the experiment (dashed lines), mostly due to different kinetic profiles. In the

future, the computation of the magnetic equilibrium will also benefit from better optimized transport and

source parameters. Once adding the upper divertor coils and their requested currents for Doa and Doi, the

simulation shows a change of the outer divertor leg shape, as can be seen at 4 s (right plot), compared to the

time without Doa and Doi t = 2 s (left plot, similar to the reference discharge). Furthermore, the simulation

shows that the requested currents in the other shaping coils can still be followed, and their voltages are only

weakly affected by the additional induced currents, as shown in Figure 9. One can see the compensating
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Figure 9: Coil currents for the upper single null discharge #36284 (blue) and its simulation (red), and the simulation of the same
discharge with added coils of the new AUG upper divertor (green).

command voltages when the current in Doa and Doi are increased, before going back to their original values.
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The most affected coils are the other in-vessel coils CoIu and CoIo, used to vertically stabilize the plasma.

Nonetheless, they are still way below their operational limits of 25 kA, and the plasma is kept in place during

the two current ramps. The resulting forces and energy consumption can also be estimated, and will be

compared to the foreseen machine limits for new scenarios, in order to assist the next experimental campaign

of AUG. So far, these preliminary simulations validate the expected behaviour of the upper divertor. Once the

first experimental measurements will be available, their comparison with the expectations from the simulation

will further help advancing in the planning and trust of future discharges.

4 Conclusion

The newest version of Fenix AUG proved to have a good versatility, and, despite its limitations, its default

configuration is reliable enough to assess, for instance, new physics models, controllers or scenarios. The code

management and the configuration to given AUG setups have now been made robust, and follow basic coding

standards. Furthermore, many independent advancements have been made to the structure of Fenix AUG and

many of its models, only the main ones being reported in table 1. Ultimately, despite the high complexity of

the flight simulator, the combination of all the mentioned changes and the significant improvements to the

user-friendliness opens the usability by non specialized users.

The ability to run headless simulations will become the next focus. With the capacity to run Fenix AUG

in batches, better opportunities to optimize the model’s free parameters will arise, and the quantification of

results and benchmarks will gain significantly more relevance. The numerous use cases also revealed limita-

tions and therefore initiated upcoming upgrades for the models, especially for the power plant. Notably, the

power consumption is mostly over-estimated in Fenix compared to the experiment and needs to be improved.

In general, the different models within Fenix are being updated to try to follow the state of the art.

Finally, since Fenix is used for AUG, DEMO, ITER and TCV, updates to the structure or the models can

come from any of the implementation and influence the others, which is an added strength for comparison

and collaboration.
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